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divided attack. In a recent paper, Miesen and Boersma [3]
show that such a numerical solution offers the possibilityThis paper describes a Chebyshev collocation method for solving

the eigenvalue problem that governs the stability of parallel two- to compare the results of a coupled description of the
phase flow. The method is based on the expansion of the eigenfunc- problem, in which the equations of motion for the gas and
tions in terms of Chebyshev polynomials, point collocation, and the liquid are solved simultaneously, with those of the
the subsequent solution of the resulting generalized eigenvalue

divided attack. In the present paper, we consider the gas–problem with the QZ-algorithm. We concentrate on the question
liquid stability problem from a computational rather thanhow to handle difficulties that arise when these ‘‘standard’’ tech-

niques are applied to the stability problem of a thin film of liquid a physical point of view; i.e., we discuss the technique for
that is sheared by a gas. After discussing this specific problem in solving the gas–liquid stability problem. Emphasis is on
detail, it is argued that the method of solution can readily be applied the difficulties that are encountered when a Chebyshev
to other two-phase flow configurations as well. Q 1997 Academic Press

collocation technique is applied to the specific problem of
a thin film of liquid that is sheared by a gas. After discussing
these difficulties in detail and presenting some illustrating1. INTRODUCTION
results, it is argued that the same numerical procedure can
readily be applied to other two-phase flow configurationsOne of the oldest topics in fluid dynamics is the study
as well.of the generation of water waves by wind, both in the

context of deep water and thin films. To predict whether
2. FORMULATIONor not waves will form on the air–water interface, fluid

dynamicists often make use of the linear theory of hydrody-
As shown in Fig. 1, we consider a liquid film ( j 5 1)

namic stability [1]. This theory investigates the evolution
that is at the lower side bounded by a wall, and at the

of an infinitesimally small disturbance of the basic flow, upper side by a gas ( j 5 2). The gas exerts a shear stress
assuming that the growth of such small disturbances gives

t on the liquid, which sets the liquid into motion. Density
rise to (finite-amplitude) waves that can be observed exper- and dynamic viscosity are denoted by rj and ej , respec-
imentally. From a mathematical point of view, the equa- tively. The coordinates along and perpendicular to the
tions governing stability constitute an eigenvalue problem undisturbed interface are x and y, respectively, with the
for the wave velocity of the disturbance in question. Since origin of y chosen at the interface.
the full eigenvalue problem is difficult to solve, Benjamin The stability of the flow configuration in Fig. 1 is investi-
[2] presented in the late 1950s a ‘‘quasi-static’’ approxima- gated by disturbing the primary flow Uj (y), which will be
tion to tackle the air–water stability problem. In this ‘‘di- specified further on, infinitesimally [1]. Using the presump-
vided attack,’’ as Benjamin calls it, the stability problem tions that the flow is two-dimensional and incompressible,
is solved in two successive steps. First the stresses that a we represent the disturbance velocities (uj , vj) in the fluids
gas flow exerts on a solid wavy boundary are calculated; by the streamfunctions Fj(x, y, t), so that (uj , vj) 5
these stresses are then used in the boundary conditions (­Fj/­y, 2 ­Fj/­x) [4]. Because the primary flow Uj(y)
for the equations of motion for the water layer, the solution only depends on the y-coordinate, we assume these stream-
of which gives the conditions at which small disturbances functions have the form
grow with time.

Today, modern computational facilities allow us to solve Fj(x, y, t) 5 fj(y)eia(x2ct), (1)
the gas–liquid stability problem entirely numerically, thus
avoiding the use of asymptotic techniques like Benjamin’s where i is the imaginary unit, a is a real wavenumber, and
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The conditions at the interface are the continuity of the
velocity components and the balance of the stress compo-
nents, both in the normal and tangential direction. This
gives four conditions, which read [3, 4]

f1 5 f2 at y 5 0, (6)

f91 1 U91f1/c 5 f92 1 U92f2/c at y 5 0, (7)

f01 1 a2f1 1 U01f1/c 5 m (f02 1 a2f2 1 U02f2/c)

at y 5 0, (8)

FIG. 1. A thin film of liquid sheared by a gas. (f-1 2 3a2f91) 1 iaR(cf91 1 U91f1) 2 m(f02 2 3a2f92)

2 iraR(cf92 1 U92f2)

c is the complex wave velocity. The real part of c gives the 2 iaR(F 1 a2S) f2/c 5 0 at y 5 0, (9)
phase velocity of the wave, while the imaginary part of ac
represents the growth rate (positive if Im(ac) . 0). where the inverse Weber number S 5 s/(r1U 2

t d1) and the
Substitution of the streamfunctions Fj(x, y, t) into the inverse Froude number F 5 g(r1 2 r2)d/(r1U 2

t ) are based
linearized Navier–Stokes equations results in the well- on the interfacial tension s and the gravitational accelera-
known Orr–Sommerfeld equations for the y-dependent tion g.
functions fj(y). Writing these equations in dimensionless The primary flow Uj(y) is specified as follows. Assuming
form by scaling the length with the thickness of the film smooth flow, the time-averaged velocity profile U2(y) of
d1 , the velocity with the characteristic velocity Ut 5 the turbulent gas can be approximated by [5]:
td1/e1 (recall that t is defined as the shear force that the
gas exerts on the liquid interface), the time with d1/Ut and
the pressure with r1U 2

t gives [4]
U2(y) 5 y/m, 0 # y # se2/(d1Ïr2t),

U2(y) 5 Ït/r2 [s 1 (ctanh Asc)/k]/Ut ,

y $ se2/(d1Ïr2t),

sinh c 5
2kd1Ïr2t

e2
[y 2 se2/(d1Ïr2t)], (10)

f001 2 2a2f01 1 a4f1 5 iaR[(U1 2 c)(f01 2 a2f1) 2 U 01f1],
(2)

for the liquid film (21 , y , 0), and

where we have distinguished a viscous sublayer (character-
f002 2 2a2f02 1 a4f2 5 (iaRr/m) [(U2 2 c)

(3)
ized by a linear profile) and a logarithmic part (i.e., it can
be shown that for large y-values, U2(y) is approximately

(f02 2 a2f2) 2 U02f2], logarithmic in shape). The coefficient k is the Von Kármán
constant (often taken to be 0.4) and s determines the thick-
ness of the viscous sublayer (often taken to be between 5for the gas (0 , y , y). Primes are used to indicate
and 8). On a horizontal plate, the velocity in the liquid isdifferentation with respect to y, the liquid Reynolds num-
linear (assuming laminar flow):ber is defined as R 5 r1Utd1/e1 , and the density ratio r

and the viscosity ratio m are defined as r 5 r2/r1 and
m 5 e2/e1 , respectively. U1(y) 5 y, 21 # y # 0. (11)

The boundary conditions expressing no-penetration and
no-slip at the lower wall are Note that we consider the problem in a frame that moves

at the interfacial speed, i.e., U1 5 U2 :5 0 at y 5 0.
Summarizing, it can be seen that the governing differen-f1 5 f91 5 0 at y 5 21. (4)

tial equations (2)–(3) can be used, together with the bound-
ary and interface conditions (4)–(9), to provide a solutionFurthermore, the disturbances should be small far from
to the stability problem. The system (2)–(9) represents anthe interface, which requires
eigenvalue problem so that the wave velocity c must take
on specific values in order that the solution is nontrivial.

f2 5 f92 5 0 for y R y. (5) Starting from the primary flow (10)–(11), we will discuss
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air velocity (10) remains constant above a certain height
y 5 h, i.e., U2(y) 5 U2(h) :5 Umax for y . h. This allows
for an analytical solution of the Orr–Sommerfeld equation
(2) in the region y . h:

f23(y) 5 Dea(h2y) 1 Ee2c(y2h), (13)

where D and E are constants. The parameter c is given by

FIG. 2. For numerical convenience, the gas layer is divided into three c2 5 (iaRr/m)(Umax 2 c) 1 a2, Re(c) . 0, (14)
parts: a part y $ h where the gas velocity is assumed to be constant; a
logarithmic part v # y # h; and the viscous sublayer 0 # y # v. The

where Re( ) stands for taking the real part. The constraintcorresponding streamfunctions are denoted by c23(y), c22(y), and c21(y),
Re(c) . 0 follows from the boundary conditions (5).respectively. The streamfunction c23(y) can be found analytically, while

the streamfunctions c22(y) and c21(y), as well as the streamfunction in In order to reduce computing time, we also intro-
the liquid c1(y) are approximated by means of truncated Chebyshev duce a second ‘‘virtual’’ interface at the point y 5
series. The layers y 5 h and y 5 v are called ‘‘virtual’’ interfaces. We se2/(d1Ïr2t) :5 v, where the air velocity (10) changes formnote that the figure is not on scale.

a linear to a logarithmic shape. Due to this interface, the
gas eigenfunctions f21(y) and f22(y) at either side of the
interface can be approximated by a different number of

in the next section a collocation technique that provides Chebyshev polynomials (see Eq. (22) below). This is im-
the dispersion relation portant because the logarithmic part is in general much

thicker than the viscous sublayer and, as it turns out, the
viscous sublayer always requires a certain minimum ofc 5 c(a, R, m, r, S, F), (12)
polynomials before convergence is achieved. In fact, the
introduction of the virtual interfaces in Fig. 2 is nothingtogether with the corresponding eigenfunctions fj(y).
but an application of the domain decomposition methodFrom the physical point of view, we are especially inter-
(see, for instance, the book of Canuto, Hussaini, Quar-ested in eigenvalues with a positive imaginary part, since
teroni, and Zang [12], as well as the references therein) tothe stability of the flow is determined by the sign of the
the overall gas domain [0, y); the gas domain is decom-maximum of the growth rate, i.e., the sign of Max[Im(ac)].
posed into the three subdomains [0, v], [v, h], and [h, y).

At the two virtual interfaces y 5 v and y 5 h, similar3. NUMERICAL PROCEDURE
conditions as at the real interface hold. These conditions
express continuity of velocity and stress and read in aSeveral methods can be considered for solving the eigen-
general form [3, 11]:value problem (2)–(9). For instance, we can try to solve the

problem by means of a simple shooting method. However,
practical difficulties then arise: the shooting technique re- f2k 5 f2l , (15)
quires a good initial guess of the eigenvalue and only a

f92k 1 U92kf2k/(c 2 U2k) 5 f92l 1 U92lf2l/(c 2 U2l), (16)single eigenvalue is tracked. Another possibility is to make
use of the compound matrix method as discussed by Ng

f02k 1 a2f2k 1 U02kf2k/(c 2 U2k)and Reid [6, 7] and Yiantsios and Higgins [8]. Although
this method is in general superior to shooting techniques

5 f02l 1 a2f2l 1 U02lf2l/(c 2 U2l), (17)
[7], this method too does not provide the overall picture
of the eigenvalue spectrum. Building upon the paper by f-2k 2 3a2f92k 2 2a2U92kf2k/(c 2 U2k)
Su and Khomami [9], as well as on our own experience
[10], we therefore solve the eigenvalue problem by means 5 f-2l 2 3a2f92l 2 2a2U92lf2l/(c 2 U2l), (18)
of a Chebyshev collocation technique, which takes away
the aforementioned difficulties. Moreover, unlike finite- evaluated at y 5 v with k 5 1, l 5 2, and at y 5 h with
difference approximations this method has the convenient k 5 2, l 5 3, respectively.
property that it converges exponentially. We will now dis-

Step 2. Chebyshev expansions. Chebyshev polynomialscuss this method in detail, using the conventions from
are orthogonal on the interval [21, 1]. Therefore, if weFig. 2.
want to expand the eigenfunctions f1(y), f21(y), and
f22(y) in terms of Chebyshev polynomials, we have toStep 1. Virtual interfaces. To avoid numerical problems

in the limit of large y-values, it is first assumed that the transform the Orr–Sommerfeld equations (2)–(3) on ei-
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ther of the intervals [21, 0], [0, v], and [v, h] to the interval
z 5 cos Ffk

MG, k 5 1, ..., M 2 1, (23)[21, 1] by a change of the independent variable y. This is
easily achieved by means of the linear transformations

as is characteristic for a Gauss–Lobatto grid [12], using
the convention M 5 N 2 2 with N equal to the number
of polynomials N1 , N21 , N22 . This gives N1 2 3, N21 2 3,
and N22 2 3 equations for the expansion coefficients an ,

z 5 2y 1 1, 21 # y # 0, (19)

z 5 2
2y
v

1 1, 0 # y # v, (20)

z 5
2y 2 (h 1 v)

(h 2 v)
, v # y # h. (21)

bn , and cn , respectively. The boundary conditions at y 5
21 and the interface conditions at y 5 0, y 5 v, and y 5
h give the remaining equations that are required. More
specifically, substitution of the expansions (22) and the
exact solution (13) into the conditions (4), (6)–(9), andAfter transforming the Orr–Sommerfeld equations in this
(15)–(18) gives 14 equations in terms of the coefficientsway, we approximate the eigenfunctions f1(z), f21(z), and
an , bn , and cn and the constants D and E, which appearf22(z) by the truncated Chebyshev expansions
in the analytical solution (13). In total this gives N1 1
N21 1 N22 1 5 equations for the N1 1 N21 1 N22 1 5
unknowns an , bn , cn , D, E.

f(i)
1 (z) 5 ON1

n50
anT(i)

n (z), f(i)
21(z) 5 ON21

n50
bnT(i)

n (z),

(22) Step 4. Generalized eigenvalue problem. This system of
equations, which is homogeneous and linear in an , bn , cn ,

f(i)
22(z) 5 ON22

n50
cnT(i)

n (z), D, E, also contains the eigenvalue c. To get the equations
in a form that is linear in c, we first eliminate the term
proportional to 1/c from the condition (9) at the real inter-

where Tn(z) is the nth Chebyshev polynomial of the first face by means of (6) and (7), which gives a linear expression
kind, i denotes the ith derivative with respect to z, and an , in c:
bn , and cn are constants. The derivatives of the eigenfunc-
tions can be found by differentiating the Chebyshev poly-

(f-1 2 3a2f91) 1 iaR(cf91 1 U91f1) 2 m(f-2 2 3a2f92)nomials in (22). This is different from Orszag [13], who
uses the properties of the Chebyshev polynomials (orthog-

2 iraR(cf92 1 U92f2) 1iaR(F 1 a2S) (24)
onality conditions and recurrence relations) to arrive
at expressions that do not contain derivatives of the (f91 2 f92)/(U91 2 U92) 5 0 at y 5 0.
Chebyshev polynomials. From our experience [3, 10, 14],
however, we have learned that differentiation of the Cheb- We note that it is thus not necessary to solve a nonlinear
yshev polynomials is much less involved and works well. problem in c iteratively, as done by Valenzuela [16]. The
It thus appears that even though this way of dealing with only terms that are really nonlinear in c originate from
the derivatives of the streamfunctions reduces1 the condi- the derivatives of f23 in the virtual interface conditions
tioning of the matrices involved in the resulting generalized (16)–(18) at y 5 h (see Eqs. (13) and (14)). However, since
eigenvalue problem (Eq. (26) below), the conditioning of the speed of the waves is usually much smaller than that
these matrices is obviously not too bad in practice; when of the maximum gas velocity, i.e., ucu ! Umax , we can replace
the generalized eigenvalue problem is treated in a careful (14) by
manner (see steps 5 and 6), the eigenvalues and eigenvec-
tors can be found within satisfactory accuracy for a large c2 5 (iaRr/m) Umax 1 a2, Re(c) . 0, (25)
range of parameters. As we have shown explicitly in previ-
ous work [3, 10, 14], this accuracy can be checked by repro-

which allows us to write the system of equations as a gener-ducing the asymptotic results of Yih [4, 11], Hooper and
alized eigenvalue problem:Boyd [15], and Van Gastel, Janssen, and Komen [23],

among others.
[A]x 5 c[B]x, (26)

Step 3. Point collocation. Once the Orr–Sommerfeld
equations (2)–(3) have been transformed to the z-interval where x 5 [a0 , ..., aN1

, b0 , ..., bN21
, c0 , ..., cN22

, D, E]. The
[21, 1], we collocate the approximations (22) at the ex- correctness of the assumption ucu ! Umax can be checked
trema of the Chebyshev polynomials by solving the problem iteratively: (i) solve (26) with c

defined by (25); (ii) substitute the calculated eigenvalue in
(14); and (iii) solve (26) again. In most cases, this shows1 As is caused by the large matrix elements associated with the deriva-

tives of the Chebyshev polynomials. that iteration does not significantly change the eigenvalues
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of interest. Obviously, in cases that the assumption does contain all the information about the velocity and pressure
disturbances in the linear stability problem.not prove to be correct, steps (ii) and (iii) should be re-

peated until convergence is achieved.

Step 5. Elimination, balancing, and the QZ-algorithm.
4. ILLUSTRATION OF NUMERICAL RESULTSThe matrix B is singular, because some of the boundary

and (virtual) interface conditions do not contain the eigen-
For a typical air–water system, the growth rate Im(ac)value c. Starting from the primary flow (10)–(11), it ap-

as a function of the wavenumber a is shown in Fig. 3.pears that there are in total 11 rows in B which are zero,
The liquid Reynolds number R 5 400 and the shear stresscorresponding to the following boundary and interface
t 5 19.2 N/m2 correspond to a friction velocity u* 5conditions: the two conditions (4) at the lower wall y 5
(t/r2)1/2 5 4 m/s, an interfacial speed Ui 5 2.77 m/s and21, the two conditions (6) and (8) at the real interface y
a film thickness d2 5 0.144 mm [3]. For the parameters5 0, the four conditions (15)–(18) at the virtual interface
used, convergence is achieved for N1 5 20, N21 5 10, andy 5 v, and finally2 the three conditions (15), (17), and (18)
N22 5 50; i.e., using more polynomials does not affect theat the virtual interface y 5 h. Due to these rows, the QZ-
first three digits of the most unstable eigenvalue (Table I).algorithm [17, 18] will give 11 infinite eigenvalues, which
The parameter y 5 h, above which the air velocity (10) ismight interfere with the finite eigenvalues [19, 20]. We
assumed to be constant, has been varied in such a way thattherefore eliminate the corresponding equations from the
the growth rate becomes independent of it (this yieldssystem, so that a smaller system of equations without the
h $ 2, according to Table II). We found that if the stream-infinite eigenvalues is obtained:
function on the y-interval [0, h] had been described by a
single Chebyshev expansion, at least 360 polynomials[A9]x9 5 c[B9]x9. (27)
would have been required before the first three digits in
c can be considered significant. These digits are the same

Subsequently, because the new matrix A9 can be ill-condi-
as those in Table I, which shows that the error caused by

tioned, we balance A9 with the standard algorithm given
introducing the virtual interface y 5 v is negligible, as

by Osborne [21, 18]. This reduces the (Euclidean) norm
should be the case (recall that this interface does not have

of A9, which is useful since the error produced by the QZ-
any physical meaning at all). Because the computing time

algorithm is roughly proportional to this norm. We scale
taken by the QZ-algorithm is proportional to N3, with N

B9 with the similarity transformation used for the balancing
the order of the matrices A0 and B0, the above example

of A9. The resulting generalized eigenvalue problem
illustrates the convenience of introducing a second virtual
interface y 5 v.

[A0]x0 5 c[B0]x0 (28) Figure 3 shows that for a single set of parameters, two
modes of instability can be unstable. Although the growth

is solved with the standard QZ-algorithm, which gives rate of the second mode (dashed line) is an order of magni-
rank(B0) 5 rank(B) finite eigenvalues. The eigenvalues c tude smaller than that of the first mode (solid line), it
thus found are solutions of the original eigenvalue prob- can be argued [3] that its dimensional growth rate is, in
lem (26). principle, still large enough to be observed. Consequently,

the second mode should not be neglected in interpretingStep 6. Original eigenvectors. Due to the elimination of
the infinite eigenvalues and the balancing of the matrix experiments a priori. From a computational point of view,

this feature stresses the importance of having at one’s dis-A9, however, the computed eigenvectors x0 are different
from the eigenvectors x of the original problem (26). To posal a robust numerical code that does not only track a

single eigenvalue, but returns approximations to more thanreconstruct these original eigenvectors, the vectors x0 must
first be (back)transformed to the eigenvectors x9 of the just one eigenvalue. This reduces the risk of missing unsta-

ble modes of instability.problem (27). This is achieved by means of the inverse of
the similarity transformation used for the balancing of A9. The two modes of instability in Fig. 3 differ in their

position of the critical layer, i.e., the plane where the waveThe eleven rows in B which are zero then give the re-
maining equations that are required to compute the origi- velocity Re(c) is equal to the velocity of the primary flow.

While the critical layer for the first mode is directly abovenal eigenvectors x. The eigenvectors x determine the
streamfunctions Fj(x, y, t), as defined in Eq. (1), which the interface (‘‘interfacial mode,’’ Re(c) . 0), it is for the

second mode in the bulk of the liquid film (‘‘internal
mode,’’ Re(c) , 0. The streamfunctions corresponding to

2 It should be noted that at the virtual interface y 5 v both the first
the interfacial and the internal mode are given in Figs. 4and the second derivatives of the velocity profile (10) are continuous and
and 5, respectively. It is seen that, whereas the streamfunc-that at the virtual interface y 5 h the term proportional to 1/c in the

conditions (17) and (18) can be eliminated with the help of (16). tion for the interfacial mode is characterized by a small,
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FIG. 3. The growth rate Im(ac) of the first mode (solid line) and the second mode (dashed line) as a function of the wavenumber a for a typical
air-water system (R 5 400, m 5 0.018, r 5 0.0012, S 5 6.68 1022, F 5 1.84 1024). These curves have been calculated numerically from the dispersion
relation (12), using 20 polynomials in the liquid film 21 # y # 0, 10 in the viscous sublayer 0 # y # v, and 50 in the logarithmic part v # y # h
(cf. Table I). We note that without the use of a virtual interface y 5 v, at least 360 polynomials would have been required in the region 0 # y #

y. The dots represent results obtained when calculations are done in the latter way.

but positive real part in the liquid film, this part is negative p1(x, y, t) 5 2(U1 2 c)F91 1 U91F1
(29)for the internal mode.

By means of the streamfunction it is for instance possible 1 (1/(iaR)) (F-1 2 a2F91),
to make contour plots of the velocity, pressure, and stress
disturbances in the two fluids, thus providing physical in- in the liquid film (21 , y , 0), and
sight into the wave-induced flow field. This is illustrated
in Fig. 6 for the pressure distribution pj(x, y) corresponding

p2(x, y, t) 5 r[2(U2 2 c)F92 1 U 92F2
(30)to the interfacial mode, keeping the time t fixed. The figure

is based on the fact that the pressure field pj(x, y, t) can
1 (m/(iaRr)) (F-2 2 a2F92)],

be related directly to the streamfunction Fj(x, y, t) [4],

in the gas (0 , y , y). Notice that only the real part of
these expressions can be ascribed physical meaning.TABLE I

Convergence of the Real and the Imaginary Parts of the
Eigenvalue c for a 5 1.90, R 5 400, m 5 0.018, r 5 0.0012, S 5
6.68 1022, F 5 1.84 1024, h 5 2 TABLE II

N1 N21 N22 Re(c) Im(c) Convergence of the Real and the Imaginary Parts of the
Eigenvalue c, Varying the Distance h from the Interface above

10 10 20 0.0968 0.0959 which the Air Velocity Is Assumed to Be Constant
15 15 30 0.0949 0.0976
20 20 40 0.0949 0.0973 h Re(c) Im(c)
25 25 50 0.0949 0.0973
25 10 50 0.0949 0.0973 0.25 0.0950 0.0782

0.5 0.0948 0.094210 10 50 0.0963 0.0964
20 10 50 0.0949 0.0973 1.0 0.0948 0.0971

2.0 0.0949 0.097320 15 50 0.0949 0.0973
20 10 75 0.0949 0.0973 4.0 0.0949 0.0973

Note. The wavenumber corresponds to the maximum of the growth Note. The parameters used are a 5 1.90, R 5 400, m 5 0.018, r 5

0.0012, S 5 6.68 1022, F 5 1.84 1024, N1 5 20, N21 5 10, N22 5 50 (cf.rate of the interfacial mode in Fig. 3. Computation of three significant
digits in c requires 20 polynomials in the liquid film, 10 in the viscous Table I), except for the case h 5 4, where we have used N225 70. Three

sigificant digits in c are achieved for h $ 2.sublayer, and 50 in the logarithmic part of the gas velocity profile.
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FIG. 4. The real and the imaginary parts of the streamfunction for the first mode of instability (‘interfacial mode’) in Fig. 3, evaluated for the
most unstable wavenumber a 5 1.90. Because of the arbitrary normalization of the streamfunction in linear theory, the vertical scale is arbitrary.
We note that when the streamfunction is known, it is possible to obtain insight in the physical mechanism by which energy is being transferred
from the primary to the disturbed low (for details see [14]).

In a first approximation, as indicated by the inviscid in Fig. 6, it is clear that the pressure distribution has a
substantial component in phase with the wave slope asBernoulli equation [22], we may expect the pressure distur-

bances in the gas to be more or less out-of-phase with the well. As shown asymptotically by Benjamin [2] for a gas
flow over a solid wavy boundary, this ‘‘quasi-sheltering’’wave height because the gas streamlines are compressed

in the crest region and expanded in the trough region. effect is caused by the presence of a viscous friction layer
located directly above the interface. It is called ‘‘quasi-Although this effect of suction can readily be recognized

FIG. 5. The real and the imaginary part of the streamfunction for the second mode of instability (‘internal mode’) in Fig. 3, evaluated for the
most unstable wavenumber a 5 0.91.
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FIG. 6. Distribution of the pressure disturbances pj(x, y) for the interfacial mode shown in Fig. 3, evaluated for the most unstable wavenumber
a 5 1.90. The width corresponds to exactly two wavelengths: the white tick marks indicate the position of the zeros and the extrema of the simple-
harmonic wavy interface disturbance y 5 ĥ sin(ax). The white line represents the undisturbed interface y 5 0; the vertical coordinate ranges from
the boundary wall y 5 21 to an arbitrary chosen truncation height y 5 2. The pressure disturbances, as calculated from the streamfunction Fj (x,
y, t) for a fixed value of the time t, are largely negative in the blue regions and largely positive in the red regions. Relative to the wavy interface,
the primary flow is in the gas directed from the left to the right and in the liquid just the other way around. Note that in both fluids the pressure
attains its minimum at the downstream side of the interface displacement.
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sheltering’’ because the features in Fig. 6 have the same 5. CONCLUDING REMARKS
general character as if the flow were separated on the

In the foregoing we have considered the specific problemdownstream side, i.e., just as if a wake were formed behind
of a thin film of liquid sheared by a gas. The numericaleach wave crest (The term sheltering usually refers to the
techniques discussed, however, can readily be applied toflow about a solid body in an otherwise uniform stream of
other two-phase flow configurations as well. For instance,fluid. Under certain conditions a wake is then formed be-
by choosing the thickness of the fluid layer d1 a few timeshind the body, thus causing a (permanent) loss in pressure
larger than the length of the disturbance, the situation[22]). A similar effect can be observed at the liquid side
corresponds to the problem of the generation of waves onof the wavy interface, realizing that relative to the interface
deep water. In this situation, the wind-induced currentthe liquid flows from the right to the left (i.e., the liquid
U1(y) can be approximated bymoves slower to the right than the waves do; Re(c) is pos-

itive).
Figure 7 gives an impression of the field uj(x, y) of the U1(y) 5 (U0/Ui)[e(Uiy/U0)21], (31)

velocity disturbances in the tangential direction, i.e., in the
direction of the primary flow. The figure can be derived
directly from the streamfunction Fj(x, y, t) according to where U0 is the interfacial speed, having a value of typically

60% of the friction velocity u* 5 Ït/r1 [23]. After replacingthe definition uj 5 ­Fj/­y, keeping the time t fixed. Obvi-
ously, the velocity disturbances in the gas are much larger the linear profile (11) in the existing computer code by

this new one, the film thickness d1 is then varied in suchthan those in the liquid and are almost out-of-phase with
the wave height. This can readily be understood from the a way that the (dimensional) growth rate becomes indepen-

dent of it. This shows, among others, that the interfacialinterface condition expressing continuity of tangential ve-
locity, Eq. (7), using the fact that the viscosity difference mode in Fig. 3 manifests itself in the context of deep water

as so-called capillary-gravity waves, with a wavelength ofbetween the two fluids causes the slope of the basic-state
velocity profile at the interface to be much larger in the typically 1 cm (for more details, see [3]).

Once one has some experience with the Chebyshev col-air than in the liquid (Fig. 1). Consequently, when the
interface is being deformed, it will primarily be the velocity location method in the context of a sheared liquid film,

solving the stability problem of parallel two-phase flow indisturbances in the gas, and not those in the liquid, that
must compensate for the gap in the velocity of the primary a much more general sense is in fact straightforward. Here,

two-phase flow means both liquid–liquid as well as gas–flow. In terms of the interface condition (7), this implies
u2 P 2hU92 at y 5 0. liquid flow and includes widely divergent flow systems like,

for instance, wind over the surface of the ocean, planeIn addition, we note that the difference in the vertical
scales in Figs. 6 and 7 suggests that the pressure distur- Couette–Poiseuille flow in a channel and film flow down

an inclined plane. A good starting point for solving thebances at the interface are the result of a cumulative action
over the whole flow field, while at the same time the veloc- generalized stability problem is to consider parallel two-

phase flow in an inclined channel. In addition to the con-ity disturbances seem to depend mainly on the local state
of affairs (although not shown here, this also holds for ventions introduced before, this involves the introduction

of two new symbols: b, the angle of inclination of the flowthe disturbances in the shear stress). This feature in fact
provides another visualization of the just-mentioned work configuration, and n 5 d2/d1 , which denotes the ratio of

the layer thickness of the upper fluid j 5 2 and the lowerof Benjamin [2]. In his paper, Benjamin gives asymptotic
expressions for the pressure distribution at the interface fluid j 5 1. In line with the above, unbounded flow is

described by taking a very large value for the layer thick-in terms of the integral of the streamfunction over the
whole gas layer, while in contrast the expressions for the ness of the fluid in question. When the primary flow Uj(y),

which is driven by a pressure gradient, by a shear stressvelocity and the shear stress distributions depend on the
local value of the streamfunction only. or by gravity, is known, the stability problem is described

by two Orr–Sommerfeld equations, four boundary condi-For a more searching discussion of the physical aspects
of the linear stability problem, which is beyond the scope tions, and four interface conditions. It will be clear that

the dispersion relationof the present paper, we refer to [14].

FIG. 7. Distribution of the tangential velocity disturbances uj(x, y) for the interfacial mode shown in Fig. 3, evaluated for the most unstable
wavenumber a 5 1.90. The vertical scale extends from y 5 20.1 to y 5 0.2, while other conventions used are the same as those in Fig. 6. The
disturbances are largely negative in the blue regions and largely positive in the red regions. Due to the low viscosity of the air, the disturbances
are the largest in the gas and approximately out-of-phase with the wave height.
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